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Important notice

PURPOSE

AEMO has prepared thidinal report on a reviewable operating incidentin accordance with clause 4.8.15(c) of
the National Electricity Rules, using information available as at th#ate of publication, unless otherwise
specified.

DISCLAIMER

To inform its review and the findings expressed in this reportAEMO has been provided with data by
Registered Participants as to the performance of some equipment leading up to, during, and aftéhne
incident. In addition, AEMO has collated information from its own systems.

Any views expressed in this report are those of AEMO unless otherwise stafecthd may be based on
information given to AEMO by other persons.

To the maximum extent permitted by law, AEMO and its officers, employees and consultants involved in the
preparation of this report:

9 make no representation or warranty, express or implied, as to the currency, accuracy, reliability or
completeness of the irformation in this report; and

1 are not liable (whether by reason of negligence or otherwise) for any statements or representations in this
report, or any omissions from it, or for any use or reliance on the information in it.

CONTACT

If you have any questiois or comments in relation to this report please contact AEMO at
system.incident@aemo.com.au
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ABBREVIATIONS

Abbreviation

Term

2005 standard
2015 standard
AEMO
AEST
APD
BESS
BoM
DNSP
GPS
FCAS
FOS
HGTS
Hz

kv
MASS
MLTS
MOPS
mHz
ms
MW
NEM
NER
NOFB
OFGS
Pu

PV
ONI
RERT
RoCoF
SoC

TRTS

ASINZSA4777.3.200%5rid connection of energy systems vianverters (Inverter requirements)

ASINZSA4777.2.2015: Grid connection of energy systems via inverters (Inverter requirements)

Australian Energy Market Operator
Australian Eastern Standard Time
Alcoa Portland

Battery enegy storage system
Bureau of Meteorology

Distribution network service provider
Generator Performance Standards
Frequency control ancillary service
FrequencyOperating Standard
Haunted GullyTerminal Station

Hertz

Kilovolt

Market Ancillary Service Specification
Moorabool Terminal Station

Mortlake Power Station

Megahertz

Milliseconds

Megawatts

National Electricity Market

National Electricity Rules

Normal operating frequency band
Over frequency generation shedding
Per unit

Photovoltaic

Queensland 8 New South Wales Interconnector
Reliability and Emergency Reserve Trad
Rate of change of frequency

State of Charge

Tarrone Terminal Sation
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1. Overview

This i s AEMOod the ron-aredible condingency event that occurred on 31January 2020 in the
Victoria region, involving the loss of both the Moorabool 8 Mortlake (MLTSMOPS) and the Mooraboold
Haunted Gully (MLTSHGTS) 50ilovolt (kV) transmission lines during a major weather evenfThe Haunted
Gully d Tarrone (HGTSTRTSPHOO kV line tripped at the same time

The loss of theMLTSMOPS and MLTSHGTSlinesresulted in the separation of theSouth Australiaregion
and part of western Victoria from the rest of the National Electricity Market NEM) power system. The incident
left the Alcoa Portland (APD) aluminium smelter and generation at Mortlak€ower Staton and Portland and
Macarthur wind farms connected to South Australia but disconnected fronthe rest of Victoria. The power
system hal never before operated in thisé e x t e n d ecdnfiguratiora n d &

All load at APD (450 megawatts (MW))ripped at the time of the incident.

As a result of the loss of generatiorfrom Mortlake Power Station Portland wind farm and Macarthur wind
farm and the connection to South Australig reserve levels in Victoria felllsarply with AEMO declaring aLack
of ReservelLevel Two LOR 2 condition for Victoria for the period 1500hrs to 1800 hrs on 31 Januarf020.
Between 1530 and 2130 hrs on 31 January 20ZEMOdispatched up to a maximum of 185 MW ofits
availableReliabilty and Emergency Reserv@rader (RERTEapacity reservesn Victoria.

Due to the nature of the damage to transmission equipment in Victorig the extended South Australiaisland
was not reconnected to the rest of the NEMuntil 17 February 2020

In the hours after the incident, AEMOworked with NEM participantsto develop and implement anovel
engineering solution to supply the APD load while maintaining power system secuity in the entire extended
island. Ongoing secureoperation of this island for the period of separationrequired new constraints and
AEMO intervention to manage power system conditions not previously experiencedAEMO has published
separate market event r@orts on directions issued during this period.

This final reportis prepared in accordance with clause 4.8.15(c) of the National Electricity Rules (IN&fvl
supersedesAEMO3® preliminary report published on 17 April202C%. This final reportprovides further analysis
of the following issues identified in thepreliminary report:

1 The response of components in the transmission system to the evenincluding the mechanism for the
collapse of the transmission towers.

The response of the load at APD
Theresponse of generating units to the high frequency in South Australia

The delivery of frequency control ancillary services (FCA&)d frequency recovery in South Australia

= =_ =4 =

The impact of the high frequency in South Australia on distributegphotovoltaic (PV) generation in South
Australia

1 Theresultant post-contingent flows on the Queenslandd New South Walesinterconnector (QNI).

AEMOS s ¢ o n arduwesommandations associated with review of this everdire summarised in Table 1.

1 As defined under clause 4.8.15 of the NER and the associated Reliability Panel Guidelines.

2 AEMO, Directions to South Australian Generators between 31 January and 9 February 2020 and Directions to Battery Energy @&t @wstems in South
Australia between2 and 4 February 2020, both available abttps://aemo.com.au/energy-systems/electricity/nationatelectricity-market-nem/nem-events
and-reports/market-event-reports.

3 AEMO.Preliminary Repor® Victoria and South Australia separation event on 31 January 202pril 2020, athttps://www.aemo.com.au’-/media/files/
electricity/nem/market_notices_and_events/power_system_incident_reports/2020/preliminamyport-31-jan-2020.pdf?la=en
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Table 1 Summary of conclusions

Seventransmission towerseither collapsedor were
severely damaged in very highwind speeds

associated witha severe convective downdraft event

resulting from thunderstorm activity in the area

The trip of the MLTSHGTS line was the result of the
correct operation of a control scheme designed to
protect the power system from excessively high
voltages.

The trip of the APD potlines was in response to the

voltage disturbance cawsed by the line faults. This is a

known issue.

The frequency in South Austalia reached a maximum

of 51.1hertz (Hz). The Frequency Operating
Standard (FOS)was met in South Australia

The frequency in Victoria, New South Wales and
Queenslandfell to a minimum of 49.66 Hz. TheFOS
in respect to containment and stabilisation was met.
The FOSIn relation to recovery time was not met.

The frequency in Tasmania fell to aninimum of
49.43 Hz. TheFOSin Tasmania was met.

The delivery of FCASwas largely in excess of the
amount enabled. However, some generating units
failed to deliver the amount of FCAS they were
enabled for.

While the majority of generating units in South
Australia responded as expected to the high
frequency, some generating units enabled to the
over frequency generation shedding OFGS scheme
either did not trip when expected or tripped when
they should not have.

The battery erergy storage systems(BESSand
transmissionconnected solar farms responded as
designed to the high frequency in South Australia.

The flow on QNI immediately post contingency was
within secure operatinglimits.

AusNet Services will conduct a risk assessment int
the potential for similar extreme weather events to
impact its assets. AEMO will liaise with AusNet
Services on any outcomes from this assessment.

No action required.

Alcoa Portland Pty Ltd ha advised AEMO thatit is
reviewing options for minimising the impact to the
plant during similar events but has not
determined a timeframe for this work.

No action required.

AEMO will continue to review frequency response
in relation to future separation events and, if
warranted, consicer further options to facilitate
pre-contingent FCAS enablement on a regional
basis in appropriate conditions.

No action required.

The issues have been addressed with the
participants and nofurther action is required

AEMO recommends allwind farm operators
confirm compliance with their Generator
Performance Standar@ (GPS)n relation to
continuous uninterrupted operation for
frequencies above 3 Hz. In some casegrotection
logic changesmay be requiredto address issus.

AEMO recommends that the potential for a fast
response by transmissionconnected solar farms to
frequency changes be investigted. This has the
potential to reduce reliance on the inertial
response from the steadily reducing amount of
traditional thermal generation online in South
Australia

No action required.
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Significant proportions of distributed PV were AEMO s working with stakeholders on a review of
observed to discannect in response to the voltage AS/NZSA4777.2.2018015 standard}o implement
disturbance experienced in Victoria and South requirements for improved disturbance

Australia. ride-through capabilities, and is investigating

accelerated deployment d voltage ride-through
testing in South Australia

48% of distributed PV systems in South Australia AEMO continues to work with stakeholders to
installed under the 2015 standard demonstrated a identify and address sources of noncompliance.
frequency responsewhich wasnot consistent with

that standard.

Larger distributed PV systems were observed to AEMO is collaborating with Powecor to explore
disconnect at a higher ratethan smaller systems, possible explanations and mitigation mechanisms
particularly in north-west Victoria. This may be and is engaging with DNSPs across the NEM to
related to protection systems requied by distribution  align central protection requirements with the
network service provides (DNSPsYor larger PV necessary disturbance ridethrough capabilities.
systems.

Distributed PV associated with one manufacturer has AEMO is engaging with therelevant manufacturer
been identified as more likely to demonstrate to identify causes of this behaviour and explore
behaviour not in accordance with the2015Standard  mitigation mechanisms.

All times expressed in this report aréAustralian Eastern Standard TIim@AEST).

2. Incident overview

At approximately 1324 hrs on 31 January 202the collapse ofseveralsteel transmission towers on the
MLTSMOPS andMLTSHGTS500 kV lines resulted in these lines tripping and remaining unavailable for
service.At the same time the Haunted Gullyd Tarrone (HGTSTRTSPHOO kV line also tripped.

The outage of the MLTSMOPS and MLTSHGTS lines resulted in the separation of South Australfaom
Victoria, but left generation at Mortlake Power Station, Macarthuwind farm and Portland wind farm
connected to the South Australia network. The APD aluminium smelter was also left connected to South
Australig, but both potlines tripped co-incident with the faults on the MLTSMOPS and MLTSHGTS lines.

Figure 1shows the transmission network immediately after the incidenfThe inesthat tripped out of service in
the incident are shown in green.
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Figure 1 Transmission network following the incident
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In response to the unavailability of the MLTSMOPS and MLTSHGTS linesAEMOworked with market
participantsto develop and implement a plan to supply the APD load fromthe Mortlake Power Station and
maintain a secure operating state in South Australigsee Section 10 of this report for further detailg. This plan
remained in place until the MLTSHGTS line was returned to service on 17 February 2020. This was the longest
separation of the Victoria and South Australia networks and the first time APD has been conrted to the

South Australia networkwithout a connection to Victoria.

The MLTSMOPS line was returned to service on 3 March 2020. It should be noted that both lines were
returned to service via temporary towers Permanentreplacement of the damaged towersis currently
expected to be completed by December2020.

Thisincident had severalimpacts on the power system including

i High frequency in South Australia and the response of generating units to this high frequency
1 Reserve levelsn Victoria.

91 The trip of the APD load.

These issuesalong with a review of the causes of the incidentare discussed in this report.

3. Line faults

The MLTSMOPS and MLTSHGTS linesare constructed on common towers, that isone line on each side of
the tower.
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As noted in the preliminary report, the Bureau of Meteorology (BoM)issuedseveralforecasts predicting
severe thunderstorm activitywith damaging windsin the range of 90-125kphin Victoria for 31 January 2020.
At 1321 hrson 31 January 2020the BoM issueda severe thunderstorm warning for the areas shown in
Figure 2. AEMO was actively monitoring the weather conditions in Victoria but there were no regime
indications of threats associated withthe forecastdamaging wind speeds.

Figure 2 Area of severe thunderstorm forecast
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Courtesy of theBureauof Meteorology.

At approximately 1324 hrs on 31 Januarg seriesof faults occurred on the transmission system in Victoria
resulting inthe MLTSMOPS and MLTSHGTS linedripping and remaining unavailablefor service.

o Mortlake line

The MLTSMOPSIine tripped due to a white phase to earth faultand a single phase trip and autereclose
was initiated.

Moorabool
1

The fault was cleared within 50milliseconds (ns)*.

After approximately 1.4 secondsand before the white phase had reclosedthe fault evolved causing a red
phase to earth fault. Protection operated correctly to trip the red and blue phases within 52ns.

Although a three phase autoreclose was initiated this wasblocked due to interruption to the
communications network® and the line remained out of service.

Moorabool @ Haunted Gully line
1 TheMLTSHGTS linetripped due to a three phase fault

1 The fault was cleared within 53ns.

4 The maximum allowalle fault clearance time for 500 kV networks is 100 ms. Refer clause S5.1a.8 of the NER.

5 Due to failure of the optical fibre ground wire.
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1 A three phaseauto-reclose was initated, but was correctly blocked due to the concurrent outage of the
MLTSMOPS line.

It was later determined that hese lines tripped due the failure ofseveraltransmission towers near Cressy
approximately 60 km south of Ballarat.

AusNet Services advised AEMO that six suspension towers had collapsaimpletely, and a further tower was
severelydamaged, with the line conductors on the ground as shown in Figure3.

Figure 3 Damaged transmission towers

Picture supplied by AusNet Services

Analysis provided by the BoM indicates that a severe convective downdraft evénbccurred, resulting from
thunderstorm activity in the area of the failed transmission towers. Wind speeds of up to approximately
119%m/h were recorded 30 km away at the Mount Gellibrand weather station. Further independent expert
analysis commissioned by AusNet Services concluded that in the area of the damaged towers there were
likely wind gusts in the range of 138150 km/h near ground level and potentially up to 185201 km/h at an
altitude of 70 metres above the ground. Destructive wind speeds of this magnitude were not forecast by the
BoM. Al though these wind speeds are in the range
points to a convective downburst in this instance rather than a tornado.

AusNet Servicehasadvised AEMO that
i1 The failed transmission towers were designethetween 197880 and built in 198183.

1 The towers were designed to withstandsynoptic wind speedsof 43m/sec’, which met the applicable
Standard of thetime.

All the towers failed in a similar manner and in line with the wind direction.

i1 All towers had been inspected and maintained in accordance with the applicable standards and riefects
had been identified.

1 There were no outstanding maintenance issues at the time of the event.

In response to this incident AusNet advised AEMO thatt is in the process of preparing a scope of work to
carry out a risk assessment related to the potential for similar extreme weather events to occur anmdpact
AusNetassets.

6 Refer to https://en.wikipedia.org/wiki/Downburst for a description of this type of event.
7155 km/h. Standards Association of Australia (SAA) Wind Code, AS 1170 Part 2, 1975.
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All protection systems operated correctly and as expected to clear theesulting line faults.

Seven temporary towers wereconstructed and the MLTSHGTS line was returned to service at 1605 hrs on
17February 2020. Thignabled the Victoria and South Australia networkgo be resynchronised but a further
separation event remaned as credible pending the return to service of the MLTSVIOPS line

On 2 March 202Q a credible contingency event in Victoria resulted in a further separation of Victoria from
South Australig On this occasionthe APD load remaired connected to Victoria and the Mortlake Power
Station (which was not operating at the time) remained connected to South Australia. The Victoria and South
Austrdia regions were re synchronised later the same da¥

A further seventemporary towers were constructedto allow the MLTS MOPS line to be returned to service at
1403 hrs on 3 March 2020.

The temporary towers are designed for a sustained wind speed of 1km/h with wind gusts up to 130km/h.
Construction of permanent replacement towerswith a wind speed rating of 46 m/sec® is expected to be
complete by December2020°

Haunted Gully & Tarrone

Coincident with the trip of the MLTSMOPS and MLTSHGTS linesthe HGTSTRTS line also trippedt the
TRTS endThere was no fault on this line and the outage was not a direct result of the tower failures.

This trip was caused byoperation of the Tarrone Overvoltage Protection Scheme. Under certain power
system conditions, primarily the outage of the MLTSHGTS e at HGTS, voltage levels on the 50RV busbars
at TRTS may reach unacceptable levels. If the ML-H&TS line is open at HGTS and 500V voltage levels at
TRTSexceed560 kV, the HGTSTRTS line is automatically tripped at the TRTS enad mitigate the effect of line
charging on system voltagest These requirements were met immediately after the trip of the MLTSMOPS
and MLTSHGTS lines.

The outage of the HGTSTRTS line had no adverse impact on this event, because at the time there was no
load or generation connected at HGTS. Rather, it helped avoid unacceptably high voltages that could
otherwise occur if the line remained connected

4. Load loss at A Icoa
Portland

Coincident with the trip of the MLTSMOPS and MLTSHGTS lines, both potlines at the APD aluminium
smelter tripped, resulting in the loss of approximately 450 MW of loadThe loss of the APD load was not an
unexpected outcome, becausethe loss of both potlines had been classified as crediblén response to a
voltage disturbance caused by a fault on thenearby 500kV network.

The remainder of this sectionis based on information provided by Alcoa Pty Ltd.

8 As this was a credible contingency eventt is not a reviewable operating incident and will not be separately reported on. The event isoted in the
Frequency and Time Error Monitoring Report for Quarter 1 2020 (available on the AEMO websitehdips://www.aemo.com.au//media/files/ electricity/
nem/security_and_reliability/ancillary_services/frequeneand-time-error-reports/quarterly-reports/2020/frequency-and-time-error-monitoring -quarter-1-

2020.pdf?la=er),
9 As per Australian Standard AS1170.2.

10Subject to weather and power system conditions.

1Due to the Ferranti effect.
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As a result of the first faulton the MLTSMOPS line the voltage level at APD fell to approximately 0.%er unit
(pu) during the fault. This caused the overcurrent protection on a filter/capacitor associated with the N&@
potline to operate and trip the 220/33 kV transformer supplying the potline approximaely 146ms after the
line fault.

Also,in response to the voltage disturbance caused by the fault on the MLTMOPS line, the rectifier hall
cooling fans tripped on undervoltage which after a five second delay to confirm fan failureresulted in the
tripping of the 220/33 kV transformer supplying the Na 1 potline.

All protection systems at APD operated as designed and as expected under the power system conditions at
the time.

Thetwo 220/22 kV transformeis at APD whichprovide auxiliary supplies to the snelter remained in service.
The Portlandwind farm, which connects to the APD 22V busbar, also remainel in service.

The response of plant at APD to voltage disturbancesaused by line faultshas been observedpreviously, and
as a resultAEMO reclassifiedhe simultaneous lossof both potlines at APD as a credible contingency in
March 2014

This reclassificatiorhasremained in place, with constraints invoked to source sufficient FCAS to cover the
contingency.

Alcoa Portland Pty Ltd advised AEMO thait is reviewing options for minimising the impact to the plant
during similar events, but hasnot determined a timeframe for this work.

The process to restore load at APDand maintain supply duringthe ongoing island operation of South
Australia with APD and MortlakePower Station,along with further information on the operational measures
that were implemented, is documented in Section 10 of ths report.

5. Frequency response

In considering how the power systemperformed in response to this eventthe following definitions from the
Frequency Operating Standard (FOS)are relevant

1 Separation eventd a credible contingency event affecting aransmission element that results in an island.

1 Network eventd a credible contingency event other than a generation event, load event, separation event
or part of a multiple contingency event.

1 Multiple contingency eventd either a contingency event otherthan a credible contingency event, a
sequence of credible contingency events within five minutes, or a further separation event in an island.

As this eventwas a noncredible contingency event involvingthe trip of multiple transmission lines in the
context of the FOS,jt was a multiple contingency event.

Figure 4 shows the frequency in themainland regionsprior to and after the event.

12 AEMC, The Frequency Operating Standard, attps://www.aemc.gov.au/sites/default/files/content/c2716a96099-441d-9e46-8ac05d36f5a7/RELO065
The-Frequency Operating- Standard stage-one-final-for- publi.pdf.
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Figure 4 Mainland regions frequency response
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Frequency in the extended South Australia island 13

This event resulted inthe formation of an extended South Australiaisland in relation to frequency.Prior to
the incident, the power flow across theVictoria 8 South Australia(Heywood) interconnector was531 MW
from South Australia to Victoria. Immediatdy after the loss of the MLTSMOPS and MLTSHGTS linesthe flow
across the Heywood interconnector was 508 MW from Victoria to South Australia net change of 1,039 MW.
This was caused by theeduction in APD load and excess generation in the Victorian paof the island.

The FOSfor a multiple contingency event allows the frequency torise to a maximum of 52hertz (Hz)
(containment), but the frequency should return to below 51Hz (stabilisation) within two minutes and tobelow
50.5Hz (recovery) within D minutes'* For this incident the frequency inthe extended South Australiaisland
reached a maximum of 51.11 Hand recovered to below 51 Hz almost immediately and to below 50.51z
within approximately one minute. The rate of change of frequency (RoCoFwas approximately 0.84Hz/s.

For this event the FOS was met ithe extended South Australiaisland.

Frequency in Queensland/New South Wales/Victoria

The FOSfor a multiple contingency event allows the frequency tofall to a minimum of 47 Hz (containment)
but the frequency should return to above 49.5Hz (stabilisation) within two minutes andto above 49.85Hz
(recovery) within 10 minutes.

13 Consisting of all of South Australia plus APD and Mortlake Power Station in Victoria.

“Under clause 4.4.1 of the NER, AEMO uses reasonable endeavours to achieve the FOS. For multiple contingency events, the FOS alsly speszsisonable
endeavours basis for the standards applicable for multiple contingency events, as peontingent frequency control measures are only established for
credible contingencies and protected events.
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For this event the frequency in the areas outsideof the extended South Australiaisland fell to a minimum of
49.66 Hz, remaining within the applicable containment and stabilisation band of the FOS The frequency
initially returned briefly to within the recovery band then fell below 49.85 Hz again shortly after the event
Frequencydid not return to above 49.85 Hz untilapproximately 1343 hrsa period of about 19 minutes

This delayed recoverycan be attributed to the distribution of raise FCASn the NEMimmediately prior to the
event'®. As shown in Table 2a significant percentage of the total enabled contingency raise FCAS was in
South Australia and not available to therest of the NEM after the separation Similarly,30% of the raise
regulation FCASenabled in the NEM was in South Australizas shown in Table 3The issue was resolved &dr
separation constraints were invoked fothe dispatch interval ending 1340 hrs and additional FCAS was
enabled in the Queensland/New South Wales/Victoria island.

Table 2 Contingency raise FCAS enabled prior to the event

Fast raise (MW) Slow raise (MW) Delayed raise (MW)
543 543 325

Raise FCAS enabled in SA 184 233 127

Total Raise FCAS enabled

Percentage of Raise FCAS enabled in SA 34% 43% 39%

Table 3 Raise regulation FCAS enabled prior to the event
Total Raise Regulation FCAS enabled 355
Raise Regulation FCAS enabled in SA 106

Percentage of Raise Regulation FCAS enabled in SA 30%

Frequency in Tasmania

The Tasmaniaegion is connectedto the mainland via Basslink, airect current connection. Basslink
incorporates a frequeng controller which will automatically respond to adjust the flow on Basslink in
response to frequency changes. That jgor a frequency reduction in Victoria, Basslink will respond by
increasing flow from Tasmania to Victori#, thus producing a frequencychange in Tasmania proportional to
the frequency change in Victoria.

The FOS for Tasmania for a multiple contingency event allows the frequency to fall to 47 Hz (containment)
but the frequency should return to above 48.0Hz (stabilisation) within two minutes andio above 49.85Hz
(recovery) within 10 minutes.

As shown in Figureb, the flow on Basslink from Tasmania to Victoria increased in response to the frequency
reduction in Victoria, resulting in the frequency in Tasmania falling to approximately 493lHz and recovering
to above 49.85 Hz within less than two minutes. For thisvent the FOS was met in Tasmania.

15For dispatch interval ending 1325 hrs.

160r decreasing flow from Victoria to Tasmania.
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Figure 5 Tasmania frequency response
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5.1 Potential for regional FCAS

In response to the separation of the Queensland and South Australia regions from the rest of the NEM on
25 August 20187, AEMOhasreviewed the potential for FCASo be enabled on a regional basis under certain
circumstances While AEMO can and does implement regional FCAS to address credible contingency
scenarios further work would be required to justify specific FCAS dispatch requirements for nenredible
events.AEMO will continue to review FCAS dispatch requirements, including through tH2020 Power System
Frequency Risk Review and implementation of the Frequency Control WoRtan'®

5.2 Delivery of FCAS

AEMO reviewed the delivery of FCA8om enabled ancillary service facilitiesin accordance with the Market
Ancillary Service Specificatiolf (MASS)both in response to the frequency rise irthe extended South
Australiaisland and the frequency reduction in Victoria, New South WaleQueensland and Tasmania

Table 4shows the amount ofcontingency FCAS enabled in the NEM for the dispatch interval ending 1325 hrs
on 31 January 2020, that is, just prior to the separation event. It should be noted that for an intact system
FCAS is enabled ora NEM-wide basis FCAS is not enabled in specific regions, except after separation events
or where a single credible contingency event may result in separatiohetween regions

17Report available on the AEMO website albttps://www.aemo.com.au/media/files/electricity/nem/market_notices_and_events/power_system_
incident_reports/2018/qld--- sa-separation 25-august-2018incident-report.pdf?la=en&hash=49B5296 CF683E6748DD8D05E012E901C

18 Available on the AEMO website ahttps://aemo.com.au/-/media/files/electricity/nem/system-operations/ancillary-services/frequencycontrol-work-
plan/externalfrequency-control-work-plan.pdf?la=en

19 Available on the AEMO website ahttps://www.aemo.com.au/-/medialfiles/electricity/nem/security_and_reliability/ancillary_services/markedncillary-
service specificationv50-- effective-30-july-2017.pdf?la=en
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Table 4 NEM FCAS enablement for dispatch interval ending 1325 hrs on 31 January 2020

Service Enabled (MW)

Fast raise 543

Slow raise 543
Delayed raise 325
Fast lower 195
Slow lower 290

Delayed lower 235

5.2.1 South Australia

Table 5 shows the enablement and delivery of contingency lower FCAS in South Australia for the dispatch
interval ending 1325 hrs on 31 January 20280 contingency lower FCAS was enabled othe generating units
in Victoria that remained connected to South Australia immediately after the incident.

Table 5 South Australia lower FCAS (MW) for dispatch interval ending 1 325 hrs on 31 January 2020

Generating Fast lower Fast lower Slow lower Slow lower Delayed lower | Delayed lower
unit enablement delivered enablement delivered enablement delivered
63 68.3 19 15 41 32

Hornsdale
Battery Power
Preserve

5 54.1 5) 44 0 N/A
5 52.3 5) 68.8 0 N/A
5 49.8 5) 68.8 0 N/A
0 N/A 10 60.1 0 N/A
0 N/A 10 49.4 0 N/A
0.5 62.2 10 67.1 0 N/A

Energy Locals 1 1 1 1 1 1
(SA)

79.5 287.7 65 374.2 42 58]

The Hornsdale Power Reserve (HPR) deliveratbre fast lower contingency than had been expected, andess
slow and delayed lower contingency service than expectedrhis was later determined to bedue to a setting
used by HPRto calculate the lower FCAS respnse required. AEMO has discussed this with thearticipant,
and appropriate adjustments have been implementedA similar observation was made aftereviewable
operating incidents on 16 November 2019 and 4 January 2020ut the causewas not identified and adjusted
until after the 31 January 2020 incident.

All other providers of contingency lower FCAS in South Australia met or exceeded their enablement levels.

In this event, the total fast and slow lower contingencyrCAS deliveredvas greater than the levelenabled,
and would have assistedoverall with arresting the initial frequency increase observed irFigure 4.
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In response to the 1039 MW change in flow across the Heywood interconnectoand the resulting high
frequency in South Australiaapproximately 410MW of generation was automatically disconnectedThis loss
of generation further assisted in the frequency recovery. Refer t8ection 6 for more information.

5.2.2 Queensland/New South Wales/Victoria  /Tasmania

Table 6 shows the enablement and delivery of contingency raise FCAS in Queensland/New South Wales/
Victoria/Tasmaniafor the dispatch interval ending 1325 hrs on 31 January 2020.

Table 6 Que ensland/New South Wales/Victoria  /Tasmania raise FCAS (MW) for dispatch interval ending
1325 hrs on 31 January 2020

Generating Fast raise Fast raise Slow raise Slow raise Delayed raise Delayed raise
unit enablement delivered enablement delivered enablement delivered
30 30 30 20 24

Ballarat 30
Battery (Gen)

Bayswater 2 5.5 60 55 65.6 5) 23.2

Enel X 34 30.4 20 28.4 21 145
Aggregated
load (NSW)

Enel A 3 5.4 3 7 3 4.7
Aggregated
load (QLD)

Enel X 22 8.3 14 11.9 14 8.2
Aggregated
load (VIC)

13 9 13 79.8 0 N/A
13 10.4 13 80 0 N/A
13 23.9 13 62.9 0 N/A
13 17.8 13 91.7 0 N/A

Loy A2 5 -16.6 0 N/A 0 N/A
Loy A4 5 11.3 0 N/A 0 N/A
Mackay 1 11 215 11 125 0 N/A

Mt Piper 1 50 85.7 20 35.7 0 N/A
Poatina 220 0 N/A 0 N/A 5 125

Snowy Hydro 50 505 70 67.1 35 66.8
Jindabyne
Pump

Stanwell 2 8 21.8 15 24.8 0 N/A
Stanwell 4 8 17.6 15 24.8 0 N/A

15 34.1 15 45.3 S 32.1
15 36.3 15 45.8 5) 32.5
15 36.5 15 49.8 S 34.8
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unit enablement delivered enablement delivered enablement delivered
s
0 N/A 0 N/A 60 250.4
10 22.2 0 N/A 0 N/A
7 37.1 0 N/A 0 N/A
10 47 0 N/A 0 N/A
359 612 304 896 198 514

The Enel Xservices comprise multiple switched loadswith FCAS controllers set afrequencies between
49.6 Hz and 49.8 Hz.The loads with FCAS triggers belowhe minimum recorded frequency of 49.6 Hz
therefore did not respond during the event, consistent with their assignedsettings.

Eraringunits 1 and 2 slightly underdelivered (a total of 7.6 MW) the fast raise serviceThis underdeliveryis
related to the voltage reduction of approximately 1.8% as seen at the generating unit termingin response to
the line faults in Mctoria. Analysisof other events where there has not been a voltage disturbance has shown
that Eraring units are capable ofelivering their enabled response AEMO is satisfied with the response from
the Eraring units and no further action is proposed.

Loy YangA unit 2 did not deliver the enabled fast raiseservicedue to the frequency influence signal being
disabled. There was a similarfailure of the unit to deliver fast lower services during the events of 4 January
2020, but this was not identified untl after the event on 31 January 2020The generator hassincerectified the
issue, which was closed out in August 2020 after Loy Yang A2 demonstrated appropriate response.

The Snowy Hydro Jindabyne Pumps were importing 67 M\iapproximately 33.5 MW on each pump)
immediately prior to the power system incident Each of the two pumps is rated at 35 MW and camormally
deliver up to 70 MW of slow raise FCAS by tripping the pumiirom this leveF°. At the time of the incident, the
Jndabyne pumps were enabled for70 MW of slow raise FCASwvhich Snowy Hydro had bidon the basis that
one pump would trip to deliver the required service As that pump was operating below its rated 35 MW
capacity at the time of the incident, there wasunder-delivery of the service.Snowy Hydro subsequently
revisedits FCAS bids in relation to the Jindabyne pumps.

The raise frequency deviation setting for the delayed service at Tungatinah is 48.75 Hz. Therefore, the unit is
not required to deliver the delayed raise service unless the frequency falls below 48.75 Hihe minimum
frequency recorded in Tasmanig49.43 H2 was not low enough to initiate the delayed serviceHowever,a
proportional frequency response equivalent to 10.81W of the delayed service waslelivered due to the
significant frequency excursion outside thenormal operating frequency band.

20 A 35 MW pump can deliver 70 MW of the slow raise service because twice the time average of the raise response is used whéeutating the amount of
slow raise FCAS that is delivered. Refer to the MASS for more information.
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6. Response of generating
units

6.1  Over frequency generation shedding scheme

In 2018 ElectraNét, in conjunction with AEMOand SAPower Networks?, implemented an over frequency
generation shedding (OFGS¥chemefor South Australia. The OFGSchemeis designed to trip wind farms in
South Australia and in the south western part of Victoria if the frequency in South Australia reaches 51 Hz.
This emergency frequency control scheme was implemented to ensure rapid frequency recovery in South
Australia in the event of the loss ofthe Heywood interconnector when power flow is from South Australia to
Victoria. Currently 14 wind farms in South Australia and me in south-west Victoriaparticipate in the scheme
with wind farms set totrip in a number of stagesat frequencies between 51 Hz and2 Hz as measured locally
at the relevant wind farm

This incident was the first time the OFGSchemehas been requiredto operate. AEMO observedsome
inconsistenciesbetween the frequency response of some generating systems and their required OFGS
settings.

Based on themaximum frequencyof 51.11 Hzhe Bluff, Waterloo, Lake Bonney 1 and Mt Millar wind farms
were expected to trip. The Mt Millar wind farm did not trip as the maximum local frequency measured at the
wind farm wasslightly below its trip setting. The other three wind farmstripped as expectedwith a combined
reduction in output of 153 MW.

Further discussion onfrequency measurementcan be found in Section 6.1.1.

Additionally, five other wind farms (three of which are part of the OFGSschemeé) tripped or reduced output,
for a combined reduction in output of 257 MW.

Cathedral Rocks and Canunda

The Cathedral Rock&ind Canundawind farms, which are part ofthe OFGSscheme reduced generation to

zero, although the frequency was below their respective OFGS settingkvestigations have showrthat these

wind farms stopped generating when the frequency reached 51.(Hz for greater than 200 ms as a result of

6pause moded6 settings i mplemented by the manufacturer

The operator of Canundawind farm has since implementedmodifications to be consistentwith their
Generator Performance Standard¢GPS) and OFGS settings.

The operator of CathedralRockswind farm has advised AEMO tlat plans are in place to implement
modifications to ensure compliance withits GPSand OFGS settingsThis rectification work involves an
upgrade to the turbine controllers and is expected to be completed by late 2@1or early 2022 AEMO
considers the impact on the overall OFGSchemedue to this delay as minimal.

Wattle Point

Wattle Point wind farm, although not part of the OFGSscheme also stopped generating (pause mode) when
the frequency reached 51 HZThis issue wasdentified by the participant during routine compliance testing in
April 2019.At the time this appeared to be a one off instance with no evidence to suggest a potential
sygemic issueand a rectification timelinewas set forJanuary 2021

?ElectraNet is the transmissin network service provider (TNSP) in South Australia.

22 SA Power Networks is the distribution network service provider (DNSP) in South Australia.

© AEMO 2020 | FinalReportd Victoria and South Australia Separation Event on 31 January 2020 20



Given thefindings of this event AEMO recommends allwind generators confirm compliance with their GPSin
relation to continued turbine operation for frequencies above 51 Hz.

Macarthur

Macarthur wind farm?3, which also participatesin the OFGSscheme reduced output from 120 MW to 4 MW
although local frequencylevelswere below its OFGSresponsesettings. The operator has advised that four of
the six collector groups tripped onover-frequency protection, which was set at 51.15 HZ The remairing two
collector groups remained in serviceas their overfrequency protection was set at 51.45 Hz. Subsequent to
this event, the participant has modified the overfrequency protection settings for allsix collector groupsto
allow for correct operation according to its GPSand OFGSscheme settings

Starfish Hill

Starfish Hillwind farm tripped from 25 MW in response to the high frequency in South Australia. StarfisHlill
Wind Farm is not part of the OFGSschemebut tripped when the frequency exceeded51 Hz. AEMO has
confirmed this action wasin accordancewi t h t he @RPSnd f ar mds

6.1.1 Variation of local f requency measurements

Frequency measuremens must be derived from local voltages,so during a fault, frequency measurement can
be different at different locations. Figure 6 shows frequency measured at several locations in South Australia
highlighting that the locally measured frequencies differed slightly between locains due to the impact of the
line faults in Victoria.As seen in this event, these differences can mean that some generating units will not trip
even when the island frequency reaches their trip setting levels.

Figure 6 Frequency measurements , 31 January 2020
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23 Although Macarthur wind farm is in Victoria it remained connected to the South Australia island post separan.

24 The local frequency as measured at Tarrone was 51.2 Hz.
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6.2  Other generating systems

AEMO has reviewed the performance of transmissieonnected battery energy storage system¢BESSand
solar energy systems in response to the high frequency in South Australimmediately following this event.

6.2.1 Battery Energy Storage Systems

South Australia has three transmissiortonnected BES% with a total installed capacity of 150 MW. At the
time of the event, all three BESS werenline and collectively charging at approximaely 20 MW. These BESS
operate with a droop capability with minimal time delay®. Therefore,in response to a change in frequency
outside the normal operating frequency band (NOFBeach BESS would respond quickly to help arrest the
change in frequency.

All three BESS responded to the high frequency in South Australia in a similar manrgy absorbing energy?’,
as shown in Figure 71t can be seen that the BESS started responding as soon as the frequency moved
outside the NOFB with the speed of response beigy fast enough to contribute to arresting the change in
frequency.As frequency started to decrease after the activation of the OFGShe BESS quickly reduced their
response to support frequency recovery. A similar response from the BESS has been observedther recent
frequency events in South Australi&.

Figure 7 Total response of BESS (active power) during the high frequency event
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6.2.2 Solar farms

South Australia has three transmissiortonnected solar farm$® with a total capacity of 315MW. Prior to the
incident, total generation from transmissionconnected solar farnms was 182 MW Similar to the BES3he solar
farms are connected to the transmission network via inverters with a droop characteristic.

25 At Hornsdale, Dalrymple North and Lake Bonney.
% | ess than 0.5 seconds.

27 Effectively an increase in the rate of charging.

28 25 August 2019 and 16 November 2019.

29 Bungala 1, Bungala 2 anddilem Bend.
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The Tailem Bend and Bungalaolar farms responded to the frequency changeas shown in Figure 8 and
Figure9.

Figure 8 Tailem Bend solar farm , 31 January 2020
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Figure 9 Bungala 1 solar farm , 31 January 2020
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Tailem Bendsolar farm responded within 0.5 secondsby reducing its generation in response toan increase in
frequency outsidethe dead band. The response time wadast enough to assist in arresting the frequency
increase. The response from Bungalasolar farm commenced afterapproximately three secondsand did not
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contribute towards limiting the frequency nadir, but did respond to contribute to limiting the sustained over
frequency Whi | e both solar farms responded differently, the
response was associated with its curtailment before the evenif it had been generating at full capacity AEMO

expectsthe delay would have been very small and the solar farm could have contributed towards arresting

the frequency.

AEMO recommendsinvestigation of the potential for a fast responseto frequency changesby more
transmissionrtrconnected solar farms Responses of the speed seen afailem Bendsolar farm have the
potential to reduce reliance on the inertial response from the steadily reducing amount of traditional thermal

generation.

7. Queensland o New
South Wales
Interconnector flow

Immediately after the separation between Victoria and South Australia, there was a transient active power
oscillation on QNI which quickly damped and reached steady state in less thaktDseconds as shown in
Figure 10 Similarly,the relative voltage angle between Queensland ad New South Wales had small
oscillations which returred to steady state in lesghan 10seconds.

Figure 10 QNI flow immediately post Vic  toria/South Australia separation
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Figure 11shows voltages measured aMillmerran in Queensland and Dumaresq in New South Wales during
the transient power oscillation on QNI. The voltage levels remained within an acceptable rang@9.to 1.1 pu)
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Figure 11  Voltage levels in Queensland and New South Wales
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The power flow across QNI was within secure operating levels prior to the Victor@&South Australia
separation, remained within satisfactory operating limits immediately post separatiofand returned to a
secure operating level within 10seconds

8. Reserve

Reserve levels in Victoria fell sharply after the separation from South Australia due to thess of access to
generation at Mortlake Power Station and the Portland and Macarthur wind farms and thess of import
capability from South Australia.

AEMO declared an actual LOR 2 condition in Victoria from 1400 hrs on 3anuary 2020. In response to the
LOR 2 condition AEMO dispatched up to 185 MW of RERT in Victoria. A full report on the RERT activation and
the reserve conditions leadinguptothe ERT acti vation is avilable on AEMOZC

30 Reliability and Emergency Reserve Trader (RERT) Quarterly Report Q1 RRB02020, athttps://www.aemo.com.au/-/media/files/electricity/nem/
emergency_managementfert/2020/rert-quarterly-report-ql-2020.pdf?la=en
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9. Response of distributed
photovoltaic generation

As noted in the preliminary report, there was an increase of approximately 350 MW in South Australia
scheduled demand immediately post separationas shown in Figurel 2%

Figure 12 South Australia scheduled demand
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Of this increase 159 MW can be attributed to the loss of nonscheduled wind geneation®? that tripped as

part of the OFGS or for other reasons as noted iisection 6 of this report. Additionally, distributed PV
generation in South Australiareduced by approximately 180 MW This nonscheduled generation and
distributed PV generation wasreplaced by either scheduled generation in South Australia or import from that
part of the Victoria network that remained connected to South Australia leading to the increase in scheduled
demand in South Australia.

Distributed P\23 generation is now a sigrficant component of the power system, and as such its aggregated
behaviour can affect outcomes during system incidents. AEMO has traditionally had limited visibility of
distributed PV behaviour.

31There was an initial decrease in demand due to load relief in response to the high frequency. When the frequency had returniechear normal levels, the
scheduled demand in South Australia was approximately 350 MW more than before the event.

32 Cathedral Rocks, Lake Bonney 1, Wattle Point and Starfish Hill wind farms.

33 Distributed PVrefers to any PV system connected to the distribution netwdk. This includes rooftop PV, as well as small solar farms and commercial PV
systems on buildings.
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For analysis of the behaviour of distributed PV during thigvent, Solar Analytic¥ provided anonymiseddata
from around 16,000 individual distributed PV systems across the NEM under a joististralian Renewable
Energy Agency ARENA funded project®. Generation data was provided at fivesecond resolution for around
1,400distributed PV systems, and60-second resolution for theremainder.

AEMO has reviewed this data in relation to the impacts caused by th&eparation eventon 31 January 2020it
is important to note that the findings discussed in this section, including the percentages of distributed PV
systems, relate to the sample sets provided by Solar Analytid#/hile these are considered representative,
they may not necessarily correlate with percentages of total installeons across the NEM or in a specified
area.

9.1 South Australia

In South Australig distributed PV generationwas estimated to reduce by 180 MW (30%jnmediately after the
event This isattributed in equal partsto the specified overfrequency droop respons from distributed PV on
the 2015 standard, and to disconnections.

Some of the observed disconnections are likely related to the voltage disturbance experienced in tisauth
east area of South Australia.

In the rest of South Australia, no voltage disturbance was observed, but 420% of distributed PV systems
were observed to disconnect. This is presumed to be in response to the owdrequency experienced but may
be in response to some other aspect of thedisturbance. Around 13% ofdistributed PV systems on the 2015
standard were observed to disconnect, despite requirements defined in that standard to remain connecteat
frequencies up to52 Hz.

About 35% of distributed PV systems on the 2015 standard dichot deliver the over-frequency droop
response specified in the standardinstead remaining in continuous operation at predisturbance output. This
indicates high levels of non-compliance.As most systems demonstrate the required respons&hen tested
under laboratory conditions®, this suggests an installation issueather than manufacturer settings or design.

9.2 Victoria

In Victoria, distributed PV generationwas estimated to reduce by 300 MW (22% The primary cause is
thought to be disconnections due to the voltage disturbance.

The highest proportion of disconnections occurred in the southwest (close to the fault location), and in the

north-west. Disconnections observed in thaorth-west are primarily larger (30100kilowatts (kW)) distributed
PV systems, and this behaviouwas unexpectedgiven the mild voltage disturbance experienced in that part
of the network. AEMOis investigatingthese findings with Powercor,ncluding any possible relationship with

distribution protection systems for largerdistributed PV.

9.3 New South Wales/Queensland

In New South Wales and Queenslancnly a small proportion of systems (1%) were observed to disconnect
and distributed PV generation was not estimated to have significantly reduced. Naignificant voltage
disturbance was recorded in these regions.

34 Solar Analytics Pty Ltd is a software company that designs, develops and supplies solar and energy monitoring and managensanwices to consumers
and solarfleet managers. Data was supplied with anonymisation to ensure system owner and address could not be identified.

35 Collaboration on ARENAf unded project OEnhanced Rel i abi,lwithtfugthetdbtail®anhgtgs:/a8ehaogovtau/dientss Res ol ut i
enhanced reliability-through-short-time-resolution-data-around- voltage-disturbances/.

36 University of NewSouth Wales(UNSW), Bench testing of rooftop PV inverters, available attp:/pvinverters.ee.unsw.edu.au/
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94 Possible manufacturer issue

From the data sample, @proximately 33% (278/830) oferroneously disconnecing systems on the 2015
standard across the NEM in this event were attributable to a single manufactureBistributed PV systems
supplied to the 2015 standardby this manufacturer appear particularly likely to disconnect in response to
frequency disturbances, with:

1 91% ofthese sygems in South Australiadisconnecting where an ovesfrequency excursion occurred.

1 93% ofthese systems in Victoria disconnecting, where a combination of voltage and under frequency
occurred.

1 41% of these systems in Queenslandand New South Walesdisconnecting, where an undeffrequency
excursion occurred.

Trends such as this are becoming more identifiable as the amount of data available for recent power system
events has increased, and AEMO is exploring possible sources of behaviour tlult not align with relevant
standards. AEMO will explore these findingfurther with the manufacturer.

Further detailed analysison distributed PV behaviourcan be found in Appendix AL

10. Operation of the
extended South
Australia i1sland

The South Australianregion was operated together with Mortlake Power Stationand APD loadas an
extended electricalisland, from 31 January 2020 to 17 February 2020. During this period, AEMO applied the
following actions to manage the security of theextended South Australiaisland:

1 AEMO convened an engineering taskforc@ consisting of AEMO, AusnetAlcoa Portland Origin Energy,
ElectraNet Powercor and Tesla which met daily to work through all risks, challengesand operational
parameters of the unprecedentedextended Souh Australiaisland.

i It was important to ensure that if the APD potlines or the Mortlake Power Station trippegthe other also
tripped, to quickly balance the system to reduce thepower system securityrisk to South Australid’. As the
potential trip of b oth potlines was considered a credible contingency following a fault on either of the
500kV lines supplying APE?, it was necessary taeduce the risk of both potlines tripping while Mortlake
Power Stationremained in service The Tarroned Heywood 8 APD No. 1 500kV line was thereforetaken
out of service, leaving only one line connecting Mortlake to APD. A fault on the remaining line would then
disconnect both Mortlake Power Station and APDThis action also resulted in the disconnection of
Macarthur wind farm.

1 The Heywood (HYTS) interconnector flow was maintained near to zefty matching the load between the
APD aluminium smelterand Mortlake Power Station with constraintsdeveloped and implementedas a
backup measure.

37 The loss of Mortlake generation alone would result in a very low frequency in South Australiad conversely the loss of the APD load alone would result in
a very high frequency in South Australia.

38 Refer to Section 4 of this report for details.
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Temporary protection was confgured at Heywood (HYTS and South East (SESSo limit the impact of any
contingency at either APD or Mortlake Power Station to the South Australia region.

Portland, Canunda, and Lake Bonney 1, 2 and 3 wind farms werequired to remain off-line to assistin
managing the flow on the Heywood interconnector so as to reduce the likelihood of the temporary
protection installed at HYTS and SESS operating.

A minimum level of synchronous generation was maintainedh South Australiato meet system strength
and frequency controf® requirements.

The Lake Bonney, Dalrymple, and HornsdalBESSn South Australiawere initially directed to maintain a
state of charge (SOC) at 50%of their maximum capacity,to allow these batteriesto provide a fastraise or
lower frequency responsein the event of a contingency.

These three BESS were also initially constrained td\OV for both energy and regulation FCASto prevent
any fast movements of power that wouldunsettle the system or trigger interim protection schemes.

On 6 February, theBESSonstraints were revised to a SOC of between 30% and 70% and to up todW
of energy, though they remained constrained to OMW for regulation FCAS

All new connections or commissioning work in the extended South Australiaisland was deferred

Additional security measuresdesigned to maximise generation at te OFGSwind farms and generating units
capable of providing significant inertiawere implemented on two occasiong® when South Australian demand
was less than700 MW:

T
T
M

Controllable distributed PV generation with an installed capacity of above 200 kWvas curtailed
Murraylink flow was limited to zero in the Victoria to South Australia direction.

Various wind and solar farms and smaller synchronous generating unitgere limited to zero output.

As a result of the system security interventions applied by AEM@nd the operational parameters developed
with assistance of the engineering taskforcehe South Australiaextended island was successfully operated
for 17days, the longest period that South Australia has been islanded from Victoria since interconnection in
1988 and the only time APD has remained successfully connected to South Australia

39

40

Generator combinations available ahttps://aemo.com.au/-/media/files/electricity/nem/security_and_reliability/congestioninformation/transfer-limit-
advice-system strength.pdf?la=en

On 5 February and 16 February 2020.
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Al. Distributed PV
Behaviour

Table 7provides a summary of the relevant conditions that occurred in each NEM region, as context to
interpret the observed behaviour of distributed PV systems.

Table 7 Summary of power system disturbance  characteristics following separation

prior to event (MW)
Remained within 0.9 to 1.1 pu 49.66 1,750
Remained within 0.9 to 1.1 pu 49.66 1650
0.6 pu on three phases (SouthMorang) 49.66 1000

South Australia 0.3 on three phases close to the 51.1 600
disturbance, >0.88 in remainder of SA

1.15/0.84 pu in Northern Tasmania 50.37, followed by excursions to 100
49.36

Al.1 South Australia

Disconnections

Transmission voltages on the South Australian side of the separation reached 0.3 pu at Tarr6h®.66 pu at
SES&nd remained higher than 0.88 pu in the rest of South Australia, as shown Figure B.

“ITarrone, despite being in Victoria, was on the South Australian side of the separation and was closest to the separation tamwa
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Figure 13  Voltage measured across the South Australian transmission network (pu)

0 shows the proportion of distributed PV systemgfrom the data sets provided by Solar Analyticsthat
disconnected in the south-east area of the extended South Australia islant, indicated by the red circle in
Figure 13 compared with distributed PV systems in the rest of South Australia.

All the distributed PV systemsn the 30-100kW size rangeén the south east zone were observed to
disconnect, along with 25% of <30kW systems in that area. This is consistent with previous observations,
given the voltage disturbance measured in that areaDisconnectbn of large proportions of distributed PV
generation in response to voltage disturbances is problematic for system securitipecause it can increase the
size of the largest generation contingency when a generating unit trips in association with a networkflt.

AEMO is working with stakeholders on a review of AS/INZS4777.2.20P%15 standard}o implement
requirements for improved disturbance ridethrough capabilities*®, and is investigating accelerated
deployment of voltage ride-through testing in South Australia*.

42 Including those systems in the Victoria part of the island and referred to as the $ith East Zone.

43 Available for comment athttps://sapc.standards.org.au/sapc/public/listOpenCommentingPublication.action

44 Seehttps://aemo.com.au/en/initiatives/major-programs/nem-distributed-energy-resources der- program/standards-and- connections/vdrt-test-
procedure.
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